A Novel Portable Absolute Transient Hot-Wire Instrument for the Measurement of the Thermal Conductivity of Solids
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Abstract A new portable absolute Transient Hot-Wire instrument for measuring the thermal conductivity of solids over a range of 0.2 to 4 Wm⁻¹K⁻¹ is presented. The new instrument is characterized by three novelties: a) an innovative two-wires sensor which provides robustness and portability, while at the same time employs a soft silicone layer to eliminate the effect of the contact resistance between the wires and the sample, b) a newly designed, compact portable printed electronic board employing an FPGA architecture CPU to the control output voltage and data processing - the new board replaces the traditional, large in size Wheatstone-type bridge system required to perform the experimental measurements, and c) a cutting-edge software suite, developed for the mesh describing the structure of the sensor, and utilizing the Finite Elements Method to model the heat flow. The estimation of thermal conductivity is modeled as a minimization problem and is solved using Bayesian Optimization. Our revolutionizing proposed methodology exhibits radical speedups of up to 120x, compared to previous approaches, and considerably reduces the number of simulations performed, achieving convergence only in a few minutes. The new instrument was successfully employed to measure, at room temperature, the thermal conductivity of, two thermal conductivity reference materials,
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Pyroceram 9606 and Pyrex 7740, and two possible candidate glassy solids, PMMA and BK7, with an absolute low uncertainty of 2%.
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1 Introduction

The transient hot-wire technique is a well-established, low-uncertainty absolute technique, with a fully developed theoretical background [1], employed for the measurement of the thermal conductivity of fluids and solids. The evolution of the transient hot-wire technique has been described in details elsewhere [2, 3]. Indeed, if applied properly, with the exception of the critical region and the very low pressure gas region [1], it can achieve uncertainties well below 1 % for gases, liquids, and solids, and below 2 % for nanofluids and melts [3].


- In the case of the resistive mode of the transient hot-wire method [4], the thermal conductivity is obtained from the heat dissipated from a pure platinum wire placed between two solid specimens of the material. The wire acts as both a heat source and as a temperature recorder. The heating wire described in this standard, is usually 0.35 mm - 0.50 mm in diameter, with a length of about 20 cm, resulting in a resistance of about 0.1 Ohm to 0.2 Ohm, which in turn requires high operating power. The large power and the low resistance can easily produce large uncertainties. Moreover, the use of a single wire (instead of two) enhances the errors associated with the end effects of the wire. The thermal conductivity is obtained by using an empirically-selected segment of the temperature rise versus time curve. Contact resistance between the wire and the solid is not accounted for.

- In the parallel mode of the transient hot-wire instrument, instead of the wire acting both as sensor and a thermometer, a thermocouple is placed usually 1.5 cm from the heating platinum wire to register the temperature [5]. However, the errors that exist in the resistive mode of the hot wire, also exist here.

There are very few commercial transient-hot wire instruments today operating according to these standards. For example, the ‘TCT 426 - Thermal Conductivity Tester’ from NETZSCH, operates according to both ISO 8894-2 and ASTM C1113 standards. Although this device can be used to measure the thermal conductivity of solid samples up to 20 W·m⁻¹·K⁻¹, there is no quoted uncertainty for the thermal conductivity value and it requires two large samples (250×125×75 mm). Also no information is provided for the material and size of
the hot wire employed. The software used to calculate the thermal conductivity value of the samples designates an empirical evaluation range in the temperature increase curve and hence the uncertainty of the results is increased. Another commercial instrument is the ‘THW-S’ from Thermtest Inc which uses a 50 mm length and 0.1 mm diameter wire to measure samples (two are required) as small as 1 mm diameter and 50 mm in length. However, the instrument is limited to measuring solid samples with thermal conductivity in the range of 0.01 to 0.2 W·m\(^{-1}\)·K\(^{-1}\) with an uncertainty of 5 %. Another drawback of this instrument is that its software identifies empirically and removes the non-linear portion or contact resistance at the initial stages of the measurement. This leaves only a linear portion of the temperature increase as a function of time which is then used to determine the thermal conductivity of the samples.

The above instruments are based a lot on empiricism and various calibration procedures, in contrast to the present one that is based entirely on the theory. According to the full theory of the transient hot-wire technique, the thermal conductivity of the medium is determined by observing the rate at which the temperature of a very thin metallic wire increases through time after a step change in voltage has been applied to it, thus creating in the medium a line source of essentially uniform heat flux per unit length that is constant in time. The electric current has the effect of producing a temperature field throughout the medium that increases with time. The thermal conductivity is obtained from the time evolution of the temperature of the wire. We note that the wire acts in a double role: one of a line source of constant heat flux per unit length, and one of a temperature resistance thermometer - provided its material is pure, usually platinum or tantalum. Furthermore, nowadays, to avoid end effects, two wires identical except for their length, are employed. Thus, if arrangements are made to measure the difference of the resistance of the two wires as a function of time, the measurement corresponds to the resistance change of a finite section of an infinite wire (as the end effects being very similar, are subtracted), from which the temperature rise can be determined. It should be mentioned that the temperature rise employed is approximately 3 to 4° K and therefore effects from radiation are negligible.

Since 2002, in a series of papers, the group of Assael [3, 7-16] have described the application of the transient hot-wire technique to the measurement of the thermal conductivity of solids. In the particular case of solids, to overcome the difficulties arising from the air gap between the wires and the solid samples, the experimental setup is different. The two wires are placed inside a soft silicone layer which is squeezed between two samples of the solid whose thermal conductivity is to be measured. This way air gaps are avoided and the contact is excellent. A full theoretical model was developed, with equations solved by a finite-element method (FEM) applied to the exact geometry, and thus allowing an accurate, absolute determination of the thermal conductivity of the solid [8, 11]. By obtaining the temperature rise from the wire’s resistance measurement, at very short times the properties of the soft silicone layer are first obtained, and
consequently, at longer times the properties of the solid. The absolute uncertainty achieved in this way is about 1 %, and the technique is only hindered in temperature by the melting temperature of the soft silicone layer.

However, the implementation of the aforementioned methodology showed the following hurdles:

- The preparation and handling of the transient hot-wire sensor is quite difficult and requires the participation of a well-trained user.
- The sensor cannot be easily transferred since it lacks robustness.
- The required post-processing of the experimental data for the calculation of the thermal conductivity of a solid sample requires a trial and error procedure which, even for an expert user, may require up to 10 h.
- The electronic circuit required to perform the measurements (Wheatstone-type bridge, accurate digital power supply and voltmeter) is large in size, and thus, any thoughts of portability are prohibited.
- The FEM software used for the calculation of the thermal conductivity was the commercial COMSOL Multiphysics suite, which is not the ideal tool for this problem.

In this paper a novel implementation of the transient hot-wire technique for the measurement of the thermal conductivity of solids is presented. The new instrument overcomes all the previous drawbacks and provides a tool for measuring the thermal conductivity of solids with low absolute uncertainty. More specifically, the new instrument includes a novel transient hot-wire sensor design with platinum wires, a newly designed compact portable printed electronic board, and a novel Finite Elements Method software suite, which employs Bayesian Optimization, in order to automate the procedure. Bayesian Optimization is a state-of-the-art sequential design strategy for global optimization of black-box functions from the field of Machine Learning. Our revolutionizing proposed methodology exhibits radical speedups of up to $120 \times$, compared to previous approaches. The key of its efficiency lies in the multiple optimization steps applied, that considerably reduce the simulation time, and the number of simulations performed; achieving convergence only in a few minutes.

2 Experimental

2.1 The hot-wire sensor

As already mentioned, the transient hot-wire method is based on the observation of the temporal temperature rise of a thin vertical wire immersed (or embedded) in the test material. The wire is initially at equilibrium and a step voltage is applied to it. In this way, electrical current flows through the wire and heats it up. The wire acts both as a line heat source of uniform constant heat flux per unit length, producing a time dependent temperature field inside the test material, and
Fig. 1 The new sensor design

as a thermometer registering the temporal resistance change and thus its temperature. Based on the pioneering idea of Harman [17], two identical wires differing only in length are employed in order to compensate for the end effects of the wires [18]. The evolution of the wire’s temperature depends on the thermal conductivity of the test material. Thus, the thermal conductivity of the test material can be calculated by monitoring the temperature rise of the wire taking into account the properties of the wire and the surrounding material, as well as the geometry of the wire’s enclosure.

In the case of measuring the thermal conductivity of solids the main problem confronted is always the existence of contact resistance between the wires and the solid sample. The contact resistance is a temperature discontinuity that inevitably appears in every contact between two solid materials with quite different thermal properties, when a heat wave is transferred from one solid to the other. In order to render negligible the effects of the contact resistance, the wire is embedded in a flat layer of soft silicone paste [8, 13]. Heat is transferred from the wire to the solid via the silicone paste.

The new sensor is shown in Fig. 1. The sensor is composed of two 12.5-μm-diameter platinum (Pt) wires of 5 and 2 cm length placed one after the other. These lengths are the minimum possible to ensure that after subtracting the end effects, we still have a finite section of an infinite wire. The wires are spot-
welded on 1 mm diameter copper (Cu) support wires that are flattened to 0.6 mm at their ends. The Pt wires are embedded in the center of an exactly 1.2 mm thick soft silicone-paste layer that rests on the one side on a plastic support. On its other side, the solid sample to be measured is placed.

The sensor assembly is performed in the following two steps:

a) The three 1-mm-diameter copper wires are placed in 3 holes in plastic Support A. They take their final shape, and the three holes in the plastic are sealed with epoxy glue. On the one side of the three copper wires an electric connector is soldered and pushed on top of Support A (see Fig. 1). The other side of the copper wires is flattened to 0.6 mm at their ends and the two 12.5-μm-diameter platinum (Pt) wires of 2 and 5 cm length are spot welded one after the other. Support A is now ready for measuring the thermal conductivity of a fluid by simply immersing it in the fluid. This is one of the main advantages of this sensor, as before being applied to solids, the proper use of the wires, electronic systems, and the software can be checked by measuring the thermal conductivity of a known liquid (see Section 3.1).

b) In a specially made base, one 25-μm-thick polyimide film (Kapton, Dupont), 10×6 cm is held, while soft silicone paste (Polymax, Bison) is laid over it. A second thin film of silicone paste is also laid over the plastic Support B. Consequently, Support A with the 2 wires, is placed on top of Support B and screwed tight. Finally, the Kapton film with the silicone layer is placed over all of them. Next step is to squeeze the sensor tight, in a specially made base, in order to end up with a soft silicone layer of 1.2 mm thickness exactly. The soft silicone paste, requires around a week to dry, but it still retains some elasticity. After that period the sensor is taken out of the base, and two plastic wedges are used to secure the sensor and the Kapton film.

Hence, the resulting sensor is composed of the plastic material over which there is the 1.2-mm-thick soft silicone layer, with the wires embedded inside. A polyimide film protects the soft silicon layer on its other side. This assembly ensures that the Kapton film protects the silicone paste and that the wires are located in the middle of the silicone layer.

To measure the thermal conductivity of a solid sample, the sensor is placed on top of the sample and an extra 1 kg metallic weight is placed over the sensor in order to provide a gentle pressure to the surfaces (Fig. 2). In the above setup the heat is transmitted from the wire, through the silicone paste, to the solid sample on the one side and the plastic support on the other side. We do note that in our previous design, the sensor was composed only of a 1.2-mm-thick silicone layer protected by Kapton on both sides and with the wires embedded in it. This arrangement was squeezed between two blocks of the same sample material making the wires with the silicone paste layer very fragile.
The main ameliorations achieved in the new sensor design are:

a) the use of the soft silicone layer renders negligible the effects of the contact resistances between the wires and the sample,

b) the new design provides robustness and portability to the sensor, and ensures that the thickness of the silicone paste is known accurately.

Fig. 2 Sensor assembly with sample and weight

2.2 Working equations

The working equations for the new sensor are similar to those used in the previous designs [8, 13]. For each layer-material, the appropriate partial differential equation for heat transfer needs to be solved. The problem is solved in two dimensions (as the wire is considered infinite in the z-direction i.e. its axis), where the x-axis is parallel to the silicone paste and the y-axis is perpendicular to it. Thus, if \( \lambda \) (W m\(^{-1}\) K\(^{-1}\)), denotes the thermal conductivity, \( T \) (K), the absolute temperature, \( t \) (s), the time, \( \rho \) (kg m\(^{-3}\)), the density, \( c_p \) (J kg\(^{-1}\) K\(^{-1}\)), the heat capacity at constant pressure, \( r_0 \) (m), the wire diameter, and \( a = \lambda / (\rho c_p) \) (m\(^2\) s\(^{-1}\)), is the constant thermal diffusivity, the working equations are [13]:

a) For the platinum wire and \( t \geq 0 \) and \( 0 \leq r \leq r_0 \),

\[
\rho_w c_{pw} \frac{\partial T_w}{\partial t} = \lambda_w \left[ \frac{\partial^2 T_w}{\partial x^2} + \frac{\partial^2 T_w}{\partial y^2} \right] + \frac{q}{\pi r_0^2} .
\]
b) For the silicone paste (and the protective polyimide),
\[ \rho_m c_{pm} \frac{\partial T_m}{\partial t} = \lambda_m \left[ \frac{\partial^2 T_m}{\partial x^2} + \frac{\partial^2 T_m}{\partial y^2} \right]. \tag{2} \]

c) For the sample to be measured and the plastic support,
\[ \rho_s c_{ps} \frac{\partial T_s}{\partial t} = \lambda_s \left[ \frac{\partial^2 T_s}{\partial x^2} + \frac{\partial^2 T_s}{\partial y^2} \right]. \tag{3} \]

It shall be noted that Eq. (3) is applied on top to the plastic support, and underneath to the solid sample material. Also, the protective polyimide film (25 μm thick) is in essence incorporated as part of the silicone paste properties since its properties are very close to the silicone paste properties and it has negligible effect on the temperature response of the wire.

The above equations, subjected to initial and boundary conditions, are solved numerically using the finite element method (FEM) for the exact geometry of the sensor, and the temperature rise calculated by FEM is compared with the experimental one. Before proceeding with the description of the innovative FEM model, the electronic bridge used to obtain the experimental temperature rise will be described.

2.3 The Electronic Bridge

The purpose of employing an electronic bridge in the transient hot-wire instrument is twofold: first, to measure the evolution of the resistance change of a finite segment of infinite wire (by automatically compensating for axial heat conduction from the wire ends), and second, to ensure that a known constant heat flux is generated in the hot wires [13].

The first investigator to use a bridge that fulfils the above requirements was Haarman in 1971 [17]. He used a Wheatstone bridge to measure the resistance difference between two identical wires with different length. In that way, the end effects of the wires were compensated. Since then, and following the advances in electronics and computers, the electronic bridges employed together with transient hot-wire instruments have tremendously been developed.

To achieve a series of equilibrium states in the Wheatstone bridge, with a wire in each opposite arm, various configurations have been employed. In the 1970’s, following the initiation of the heating of the wires, the resistors in the one arm were automatically changed six times, to obtain six new equilibrium positions and thus six resistance values of the wires [19-22]. In order to increase the number of resistance measurements at one experimental run, an alternative design was employed in the 1980’s and 1990’s [23, 24]. In this design instead of
changing the resistances of the upper right arm, the voltage of the lower right arm was changed to predetermined, by a computer, values. This electronic setup was able to register up to 32 equilibrium points for a run up to 1 s.

In order to attain many more resistance measurements a new design was employed after 2000 [8, 13]. The fundamental principle of this computer controlled Wheatstone-type bridge is the same as previous designs, with the difference that upon initiation of the current through the wires (R\textsubscript{S} and R\textsubscript{L}), all voltages in the bridge are recorded, see Fig. 3. The wires’ resistances over time are calculated from the voltage ratios and a known standard resistance R\textsubscript{std} placed on the same bridge’s arm with the long wire. This way, during a transient run a large number of experimental data points (usually 500-1000 points) are recorded.

![Fig. 3. Typical automatic bridge designs](image)

The electronic bridge developed for the new instrument employs an FPGA architecture CPU to control the output voltage and data processing while it has all the characteristics of the previous one. The circuit design (shown in Fig. 4) includes a known standard resistance R\textsubscript{std} (10 Ohm), the resistances R\textsubscript{1}, R\textsubscript{2}, R\textsubscript{3} and R\textsubscript{4} of the Wheatstone-type bridge, a 220V AC power supply unit, a control FPGA (Field Programmable Gate Array) chip EP2C8Q208, a high precision analogue-to-digital (A/D) converter (LTC2440) and a USB 2.0 chip. The board has five data acquisition channels (see Fig. 4), and thus in order to synchronize the data acquisition process through the A/D converter, the FPGA chip is programmed using Verilog hardware description language (Verilog HDL) and System on a Programmable Chip (SOPC) technology. The board is operated by a portable computer through a USB connection.
The working equations of the Wheatstone-type bridge are described in detail elsewhere [13]. As mentioned in [13], the procedure to obtain the absolute temporal resistance change upon applying a voltage requires the knowledge of the actual steady state resistance values of the two wires (resistance values at zero voltage, i.e. at room temperature). These values are obtained automatically by the new board by a steady-state measurement before the transient one. Thus, solving the bridge equations [13] the absolute resistance change of the central portion of the long wire is obtained and from that, the actual temperature rise at the surface of the wire.

The principal characteristics of the new electronic circuit are:

a) It is compact, portable and easy to connect to a computer. Also, it has a user-friendly interface (Fig. 8).

b) It has the ability to begin measurements from 1 ms after the initiation of heating and to obtain a large number of data points (usually 500 in one run).

c) It registers the experimental time through the A/D converter with a resolution of 1 μs.

d) All required bridge resistances are mounted on the new board.

e) Change of the wires’ resistances over time is obtained by recording all voltages at the left arm and the off-equilibrium signal of the bridge, at predetermined times.
2.4 FEM analysis software suite

The FEM analysis software suite accompanying the new transient hot-wire sensor, is one of the important novelties of the present work. The heat wave produced by the wire is transferred to the solid through the silicone layer. The heat transfer equations (1) – (3) need to be solved for each layer separately, but as mentioned before, this cannot be done analytically. Instead they are solved numerically using the Finite Element Method (FEM), over the modelled geometry of the sensor.

FEM is a numerical analysis technique applied to a wide variety of problems and scientific fields. The basic idea is that a certain given domain can be represented by a mesh of small, interconnected geometric shapes, the finite elements. This paves the way for detailed discretization and modeling of the different materials and areas of interest. Subsequently, the heat equations are solved over the domain of the modeled mesh, and the goal of our software is to estimate the optimal thermal conductivity of the measured material, where the simulation matches the experimental observations. Hitherto, other applications of the transient hot-wire technique [7-11] make use of the commercially available COMSOL Multiphysics finite-element package, to model and analyze the geometry of the sensor. The procedure to extract the thermal conductivity value of the measured material was based on iterative inverse analysis. The unknown thermal properties were calculated by iterative adjustments of the estimated values until COMSOL Multiphysics calculated temperature rise, was superimposed satisfactory to the experimental one. The intuition behind these iterative adjustments was very similar to ‘binary search’, a fundamental dichotomic divide and conquer search algorithm. The whole process was performed manually by the user and could take up to 10 hours.

To the best of our knowledge, the presented approach is the fastest and most accurate method for estimating thermal conductivity of solids, published in literature. The overall procedure in order to estimate thermal conductivity, can be described in the following steps:

1) Sensor geometry and mesh construction
2) FEM simulation
3) Bayesian Optimization to estimate the thermal conductivity
4) Further computational optimizations

2.4.1 Sensor geometry and mesh construction

One of the most fundamental parts in FEM, is the construction of the mesh model based on a given initial geometry. For this task, the exact geometry of the sensor was modeled as 2D Mesh using the open-source Gmsh CAD application [25]. In general, the quality of the mesh is related to the ability of accurately modeling the initial geometry. Therefore, the accuracy of the FEM results is
directly connected, and proportional, to the quality of the modelled mesh where the system of equations is solved. Finally, using tiny sized shapes would increase the mesh quality, but may substantially hinder the computational complexity of the problem solved, and, as a result, the execution time.

The efficient construction of the mesh becomes even more crucial, when the described geometry varies from such tiny scales to large surfaces. In this case, the mesh has to be repeatedly optimized in order to achieve the optimal performance and quality trade-off. The geometry of the present mesh varied from the order of cm size in the support and sample, to micron sizes close to the wire. In order to achieve such equilibrium between performance and quality, the 2D Frontal Triangulation algorithm described by Rebay [26], was utilized. The algorithm drastically increased the performance by doing refinements and grouping areas, while at the same time it retained the quality of the results. Finally, additional manual optimization, in terms of execution time, was performed by adding ‘latent’ points in our geometry to refine the quality of the area of interest around the wire. The resulting mesh from the sensor’s geometry is illustrated in Fig. 5.

![Mesh details](image)

**Fig. 5** Mesh details

### 2.4.2 FEM simulation

Previous applications of the transient hot-wire technique [7-11] made use of the commercially available COMSOL Multiphysics finite-element package to simulate the heat flow, using the iterative inverse analysis. This significantly limits the automation achieved with the present tailor-made software. The present novel FEM analysis suite employs the open-source FiPy Partial differential equations solver framework. FiPy is developed and maintained by NIST (USA) [27], and was used for pre-processing and solving the finite
elements. The framework is written in Python, based on the scientific SciPy and the numerical NumPy tools, while it is characterized by its reliability and flexibility.

Using the mesh in Fig. 5, generated in the previous step, the present FEM analysis suite performs the following two tasks (Fig. 6):

1) Given a value of thermal conductivity for the measured material, it solves heat flow using FEM and computes the temporal temperature-rise curve at the predetermined time intervals of the experiment.

2) Subsequently, it compares the calculated curve with the experimental one. The procedure is repeated iterating over the possible thermal conductivity values of the solid sample until the two curves coincide, meaning that the simulation matches the experimental observations. Therefore, the selected thermal conductivity correctly expresses the attributes of the sample material.

**Fig. 6** Procedure to obtain the thermal conductivity value
Hitherto, the methodology followed, would start with an initial value of the thermal conductivity, $\lambda$, and the subsequent values were chosen using the binary search algorithm. More specifically, the temperature rise, $\Delta T$ values of the two curves would be subtracted and a linear function would be fitted in their differences, in order to compare them. This linear function reflects the degree of similarity between the simulated and the experimental observations. While iterating, if the slope was positive, the right margin of the search space would be redefined with the current $\lambda$ value and vice versa for a negative slope. The iterations would stop when a threshold close to zero was reached, meaning that the two curves coincide. Although this method is robust, it lacks of efficiency, as it does not take into consideration the steepness of the slope, as well as, previous evaluations of the thermal conductivity. Thus, it requires more exploration in the search space.

2.4.3 Bayesian Optimization to estimate thermal conductivity

The aforementioned procedure, for estimating the thermal conductivity value through FEM simulations, could be automated and formed as an optimization problem, where the objective function to be minimized is expressed as a measure of distance of the experimental temperature rise, $\Delta T_{exp}$ and the calculated by FEM temperature rise, $\Delta T_{FEM}$ curves. This measure of distance is again defined as the slope of the linear function fitted in the differences of the two curves. Additionally, this time an L2 regularizer was used to penalize the influence of possible noise in the measurements, making the method robust to outliers. However, the problem is hard and common optimization techniques would be ill-suited. The reason is that, the problem cannot be expressed in a simple closed mathematical form, as it incorporates the FEM, and, therefore, its derivatives are unknown. In such cases, the gradients could be approximated numerically by evaluating the function multiple times in small steps and calculating the slope. However, each simulation takes about a minute, making the evaluation of a single new parameter over the unknown function extremely expensive in terms of computational time. Finally, as a plethora of environment factors may have a slight instantaneous impact on an experimental observation, the objective function is considered to have a small ratio noise in the observed values.

In order to overcome these problems, Bayesian optimization, a state-of-the-art method from the field of Artificial Intelligence and Machine Learning, was utilized. Common applications of the method include the optimization of Artificial Neural Networks (Snoek et al. [28, 29]), Information Extraction (Wang and de Freitas [30]), as well as, Robotics, Reinforcement Learning (Brochu et al. [31]) and Geostatistics (Assael et al. [32]). Bayesian optimization has proven to be a popular and successful methodology for global optimization of expensive black-box functions. It is used to find the global minimum of generally non-convex, multi-modal functions whose derivatives are unavailable, and when the
evaluations of the objective function are often only available via noisy observations. Hence, it consists the perfect choice for the aforementioned optimization problem.

In general, according to Bayesian optimization, the goal of global optimization is to find the optimum

\[
x^* = \int_{x \in X} \arg \max f(x)
\]

(4)
of an objective function \( f : X \rightarrow \mathbb{R} \) over an index set \( X \subseteq \mathbb{R}^d \), where \( d \) is the number of parameters to be optimized. The approach of Bayesian optimization may be understood in the setting of sequential decision making, whereby at the \( t \)-th decision iteration, we select an input \( x_t \in X \) and observe the value of the black-box reward function \( f(x_t) \). The returned value \( y_t \) may be deterministic, \( y_t = f(x_t) \), or stochastic as in our case, \( y_t = f(x_t) + \epsilon_t \), where \( \epsilon_t \) is a noise process.

Fig. 7 Three Bayesian Optimization iterations on a 1D black-box toy maximization problem. The black line represents the GP estimated mean function, while the dashed line depicts the real black-box objective function. The light gray areas show the credible intervals of the GP, and the dark gray line represents the value of the acquisition function, that will be used to select the next candidate value to query our objective function. Finally, the dots represent the observations so far [31].
Since the function is unknown, we use a Bayesian prior model to encode our beliefs about its smoothness, and an observation model to describe the data $D_t = (x_i, y_i)_{i \leq t}$ up to the $t$-th iteration. Assuming that close input values will have close outputs, we use Gaussian processes (GP) which popular priors for Bayesian optimization, as they offer a simple and flexible model to capture the behavior of the function. Using these two models and the rules of probability, we derive a posterior distribution $p(f \mid D_t)$ that can in turn be used to build an acquisition function $u$, to decide the next input query $x_{t+1}$. The acquisition function trades-off exploitation and exploration in the search process. In our implementation we used the Expected Improvement acquisition function, which is considered one of the most popular and robust choices. For a comprehensive introduction of Bayesian optimization we refer the reader to Brochu et al. [31], and Snoek et al. [28], while an example run on a 1D maximization problem is illustrated in Fig. 7.

Bayesian Optimization substantially reduced the execution time as, at each iteration the algorithm tried to explore and exploit the search space in the most efficient way, taking into consideration all the previous output values. Thus, it significantly outperformed the previously used binary search. More specifically, binary search would take about $10^{12}$ iterations in the search space of $\lambda \in [0.1, 4]$ W·m$^{-1}$·K$^{-1}$, while Bayesian optimization would require only 5-6 iterations. Given that each simulation takes about a minute this is a substantial 2x speedup in the overall execution time.

2.4.4 Further computational optimizations

After reducing the number of iterations, the next step was to reduce the simulation time of each iteration. To achieve that, two more optimization steps were applied in our FEM analysis software:

1) The first optimization step reduced the number of evaluated time steps. More specifically, an experimental run usually consists of 500 $\Delta T_{exp}$ values (1 value every 0.02 s). Our empirical evaluation showed that 280 exponentially growing time steps is a reliable sample, that still allows us to compare the curves without any loss in accuracy.

2) The second optimization step made use of previously calculated values for the first time steps, significantly reducing the number of new time-steps. Our experiments on modelling the sensor geometry, showed that until 0.1 s the heat has not reached the measured material. Hence, the calculated states of all the mesh cells until that point can be saved and reused in every new simulation.

2.4.5 Software Suite

The novel FEM software suite that incorporates all the aforementioned optimizations was validated against COMSOL Multiphysics. Using the same sensor geometry and the same experimental data, both tools resulted the same
thermal conductivity values for each of the test samples. Furthermore, the present software suite has a user-friendly interface, specially designed for the needs of this process, that is depicted in Fig. 8.

![FEM software user interface showing a typical experimental temperature rise as a function of time for Pyrex 7740 at 298 K](image)

**Fig. 8** FEM software user interface showing a typical experimental temperature rise as a function of time for Pyrex 7740 at 298 K

The hardware used to perform the simulations includes an Intel® Core™ i5-4200M Processor (2.50 GHz up to 3.10 GHz, 3M Cache) with 4 GB RAM. The results show, that using the present novel method and all the optimizations mentioned above, the function converges to the optimum in about 5-6 iterations, and less than 5 min. This is a radical 120x speedup, compared to the previous procedures described in literature, which could take up to 10 hours.

The major contributions and novelties of our FEM analysis suite are the following:

a) For the first time, to our knowledge, the whole iteration process was fully automated.

b) The simulations use FEM offering low absolute uncertainty of 2%.

c) Using the Bayesian Optimization method and the additional optimization steps, our approach is automated and outputs the correct thermal conductivity of the sample material within 5 minutes. This offers a 120x speedup, and compared to previous approaches it revolutionizes the speed, as well as the accuracy, of measuring the thermal conductivity of a solid.
3 Results and Discussion

3.1 Validation of the technique

One of the greatest advantages of the new experimental setup is that the performance of the instrument can be tested by measuring the thermal conductivity of a reference liquid. More specifically, before placing the 2 wires fixed in the Support A, in the soft silicone paste layer, they are inserted in toluene and its thermal conductivity is measured. In this case, the same FEM model is used but as it is a single medium all properties of the other three layers (silicone, solid support, sample solid) are set equal. Hence, the thermal conductivity of toluene can easily be measured. Toluene has been proposed by the Subcommittee on Transport Properties of the International Union of Pure and Applied Chemistry as a standard reference thermal-conductivity liquid with an uncertainty of 0.6 % [33]. The experimental thermal conductivity value obtained using the FEM software is always within this uncertainty. Consequently this comparison, allows us to check the excellent operation of a) all electronic components and bridge operation, b) our measuring procedure, c) the resistance change measurements, d) the temperature rise calculation, and e) the FEM thermal conductivity (for single fluid) calculations.

In Fig. 9 a comparison between two runs, one from the new FEM tool, and one from COMSOL Multiphysics employed till now, is shown. In both runs the input parameters to the model correspond to those of a measurement in liquid toluene. As the thermal conductivity is obtained from the slope of the line, the agreement between the values obtained from the two software is excellent, and furthermore both values of the thermal conductivity obtained agree with the proposed value [33], to better than 0.5%.

**Fig. 9** Comparison between the temperature rise calculated by the new FEM software ( - - ), and the temperature rise calculated by COMSOL Multiphysics ( — ), as a function of time for toluene at 298 K
Figure 10 shows a typical experimental temperature rise as a function of the time, during a measurement of a solid sample. To obtain the 4° K temperature rise, the voltage applied was about 5 V and the resulting current in the wires, was about 80 mA. The temperature rise was kept as low as possible to avoid radiation effects, while at the same time still achieve the required precision. This criterion determines the required current and voltage. In the same figure the calculated temperature rise from the new FEM software is also shown. Full agreement is observed over a time range of five orders of magnitude as the heat pulse transmits through four different materials (wire, silicone paste, plastic support, sample solid). The first part of the curve is related to the properties of the platinum wire, the second part corresponds to the silicone paste and the last part to the properties of the solid. Thus, running the experiment:

- at very low times (heat wave still in silicone), the properties, ($\rho_m c_{pm}$) and $\lambda_m$, of the silicone paste can be obtained.
- Then by replacing the sample solid, with another piece of the plastic support, we eliminate all the unknown parameters apart from the properties of the plastic support, ($\rho_s c_{ps}$) and $\lambda_s$, since the properties of silicone have already been obtained. Thus, these properties can also be estimated.

Therefore the only unknown variable remaining to be obtained during a run, is the thermal conductivity of the sample solid (since ($\rho c_p$) are known). It should be noted that since the full heat equations are solved, the thermal diffusivity could also be obtained. In that case, the product ($\rho c_p$) would need to be obtained by the algorithm. This requires an extra iteration, which will result to additional quite large computational time. Since at present we are only interested in measuring very accurately the thermal conductivity (and keeping in mind that there are better ways to measure more accurately the heat capacity), the challenge of the diffusivity will be dealt in the near future.

![Figure 10](image)

**Fig. 10** Typical temperature rise as a function of time of BK7 at 298 K
3.2 Uncertainty analysis

As already mentioned, the technique employed is an absolute technique. The final uncertainty of the method consists of two separated parts: firstly the uncertainty arising from the experimental procedure and the electronic configuration used, and secondly the uncertainty due to the use of the finite element method.

As far as the uncertainty of the experimental setup is concerned, it is associated with the uncertainty of the variables that affect the wires’ resistances and the experimental time measurement. More specifically the related variables are:

a) Supply voltage

The voltage applied to the bridge, and its evolution during a transient experimental run, is monitored digitally with an uncertainty of about ±1 μV. The recorded voltage differences are transformed into resistances changes and consequently on temperature differences of a wire with no ends. The effect of this parameter on the temperature rise of the wire is estimated to be of the order of 10^{-4} %.

b) Experimental time

The experimental time is measured and registered through the electronic board with an uncertainty of 1 μs. In the calculation of thermal conductivity value, the logarithm of time is used and therefore its influence on the uncertainty of the obtained value is lower than 10^{-3} %.

c) Temperature coefficients of resistance

This was obtained by employing a Class I platinum resistance thermometer, with an uncertainty of ±1 mK, which has no measurable effect in the temperature rise of the wire.

d) Sensor thickness

The experimental sensor is constructed so that the thickness of the silicone paste film is defined and equal exactly to 1.2 mm. Thus, it does not affect the uncertainty of the technique.

According to the Joint Committee for Guides in Metrology [34], the combined uncertainty \( u_c(y) \) of the quantity \( Y(x) \), is the positive square root of the combined variance \( u_C^2(y) \) obtained from:

\[
 u_C^2(y) = \sum_{i=1}^{N} \left( \frac{\partial Y(x)}{\partial x_i} \right)^2 u^2(x_i),
\]

where \( u^2(x_i) \) are the variances of the input quantity \( x_i \). The partial derivatives of \( Y(x) \) are called sensitivity coefficients and describe how the output estimate \( y \) varies with change in the values of the input estimates \( x_1, x_2, ..., x_N \). Applying Eq.(4) in the aforementioned variables, the estimated uncertainty of the experimental setup is no more than 0.1 %.
Uncertainty due to the use of the finite element method is obtained through a sensitivity analysis which evaluates the effects that the design parameters of the FEM model have on the calculated temperature rise and therefore on the calculated thermal conductivity value. In order to perform the sensitivity analysis a typical solution of the FEM model was considered, and consequently the design parameters of the model (geometrical or material properties) were altered and the effect on the calculated thermal conductivity value of the solid sample was recorded. The design parameters analysed are:
- Wire diameter
- Heat flux from the wire
- The thermal conductivity and the product (density × specific heat capacity) of the silicone paste
- Support B thermal conductivity and the product (density × specific heat capacity)
- Solid sample thermal conductivity and the product (density × specific heat capacity)

Applying Eq. (4) for the above parameters, the estimated uncertainty of the Finite Element Method applied is no more than 1.5%.

3.3 Measurements

The new transient hot-wire instrument was employed for the measurement of the thermal conductivity of solids at room temperature (298 K). The materials studied are two thermal-conductivity reference materials, Pyroceram 9606 (designated as glass ceramic BCR–724), Pyrex 7740 (designated as BCR–039), and two possible thermal-conductivity reference candidate glassy solids, Polymethyl Methacrylate (PMMA) and Borosilicate Crown Glass (BK7). The above four material were selected in order to use the new hot-wire instrument, for measuring the thermal conductivity of solids over a range of 0.2 to 4 W·m⁻¹·K⁻¹. The minimum dimensions of a sample should be: a) length about 10 cm (as the total length of Pt wires is 7 cm), b) width more than 2 cm (to cover a large part of the sensor), and c) thickness larger than 0.5 cm (to avoid heat losses on the other side of the sample).

Pyroceram 9606 is an opaque glassy ceramic, originally developed by NASA, and since it is particularly well defined and thermally stable, it was proposed as a standard reference material for thermal conductivity by the National Institute of Standards and Technology (NIST), U.S.A [35]. Moreover, since May 2007, Pyroceram 9606 is supplied by the European Commission Institute for Reference Materials and Measurements (http://www.irmm.jrc.be/) as a certified thermal–conductivity and thermal–diffusivity reference material (designated as glass ceramic BCR–724) up to 1025 K [36]. This certification was the outcome of a research project, funded by the European Union under the
‘Competitive and Sustainable Growth’ program (‘HTCRM - High Temperature Certified Reference Materials,’ Contract SMT4-CT98-2211/2003). The uncertainty of the certified thermal conductivity value was ±6.5%, while that of the thermal diffusivity was ±6.1%. The specimens of Pyroceram 9606 employed in the present work were made by Corning Inc., New York and purchased from Anter Corporation (now TA Instruments), Pittsburgh, PA, U.S.A. The samples have dimensions of 5×10×2 cm$^3$ and their density was found by weighing them and determining their volume equal to 2,596 kg·m$^{-3}$ at 298 K.

Pyrex 7740 is a well-known Type I, Class A borosilicate glass, which conforms to ASTM E438 [37], and since 1990 it is considered as a certified reference material for thermal conductivity, BCR 039, by the European Union of Reference Materials and Measurements [38]. The use of Pyrex 7740 as a reference material has its roots back to the mid–1960s, when Powell et al. published recommended thermal conductivity values [35]. Pyrex 7740 has a low coefficient of expansion, which allows to be manufactured in relative heavy walls giving it mechanical strength, while retaining reasonable heat resistance. Moreover, it is highly resistant to chemical compounds such as strong acids, alkalis, e.t.c., and can withstand temperatures up to 760 K. Therefore, due to its excellent thermal and mechanical properties, Pyrex 7740 is used in many laboratory and industrial applications. The samples of Pyrex 7740 employed in the present work were supplied by Anter Corporation (now TA Instruments), Pittsburgh, PA, U.S.A. The samples have dimensions of 5×10×2 cm$^3$ and their density was found by weighing them and determining their volume equal to 2,227 kg·m$^{-3}$ at 298 K.

PMMA or Perspex is an amorphous, colorless thermoplastic material of excellent optical transparency and a luminous transmittance of about 92%. It has good abrasion resistance and dimensional stability but is brittle and notch sensitive. Its water absorptivity is very low in comparison with other polymer materials. PMMA was proposed by the National Physical Laboratory (NPL), U.K, as a possible candidate for thermal conductivity reference standard in 2001 [39]. However a more recent intercomparison between 17 laboratories organized by Physikalisch-Technische Bundesanstalt (PTB), Germany, showed uncertainties in the thermal conductivity values between 8% to 13%, which far exceeded the laboratories quoted uncertainties. Hence, the employment of PMMA as an acceptable thermal conductivity standard is still under consideration. The samples of PMMA employed in the present work were produced by casting and supplied by Degussa Rohm Plexiglas GmbH and were made available by PTB. The samples have dimensions of 5×10×2 cm$^3$ and their density was found by weighing them and determining their volume equal to 1,200 kg·m$^{-3}$ at 298 K.

BK7 is a Borosilicate Crown Glass that is commonly used material for optical components and can be manufactured with outstanding homogeneity. It has isotropic thermophysical properties with an excellent long–term stability. In 2002, an intercomparison between 11 European laboratories was organized by Physikalisch–Technische Bundesanstalt (PTB) aiming to qualify it as a possible
candidate reference material for thermal conductivity in the temperature range 173 K to 773 K [40]. The samples of BK7 employed in the present work were manufactured and supplied by Schott AG, and were made available by PTB. The samples have dimensions of 5x10x2 cm$^3$ and their density was found by weighing them equal to 2,504 kg·m$^{-3}$ at 298 K.

The thermal conductivity of the four solid samples was measured at 298 K with the new transient hot-wire instrument with an uncertainty of 2% and the resulting values are shown in Table 1. In the same table, our previously measured values with another 2-tantalum-wires transient hot-wire instrument developed in the Laboratory [8, 11] are also shown. It is apparent that the present set of thermal-conductivity values agree well with the previous sets of measurements for all four samples and the maximum deviation is -1.77% which is in between the mutual uncertainties of the two instruments.

Table 1 Measured properties of solid samples at 298 K

<table>
<thead>
<tr>
<th>Solid sample</th>
<th>$\lambda_s$ (W·m$^{-1}$·K$^{-1}$)</th>
<th>$\lambda_{ref}$ (W·m$^{-1}$·K$^{-1}$)</th>
<th>$\Delta\lambda$ (%)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyroceram 9606</td>
<td>3.80</td>
<td>3.83</td>
<td>-0.78</td>
<td>[8]</td>
</tr>
<tr>
<td>Pyrex 7740</td>
<td>1.11</td>
<td>1.13</td>
<td>-1.77</td>
<td>[11]</td>
</tr>
<tr>
<td>PMMA</td>
<td>0.190</td>
<td>0.189</td>
<td>0.53</td>
<td>[11]</td>
</tr>
<tr>
<td>BK7</td>
<td>1.07</td>
<td>1.06</td>
<td>0.94</td>
<td>[11]</td>
</tr>
</tbody>
</table>

$\Delta\lambda = 100 \times (\lambda_s - \lambda_{ref})/\lambda_{ref}$

4 Conclusion

The paper presents a novel portable instrument suitable for the measurement of the thermal conductivity of solids over a range of 0.2 to 4 W·m$^{-1}$·K$^{-1}$, with an absolute uncertainty of 2%. The technique employed is the 2-wire transient hot-wire technique, combined with a newly developed finite element software and model, and a new electronic circuit employing an FPGA architecture CPU to control the output voltage and data processing. The novel FEM suite accompanying the sensor, takes advantage of the state-of-the-art Bayesian Optimization method from the field of Machine Learning, as well as, a series of tailor-made problem specific computational optimizations. The combination of both revolutionizes, and radically reduces, the time to obtain the thermal conductivity of a solid to less than 5 minutes. The instrument was successfully used to measure at room temperature the thermal conductivity of two thermal conductivity reference materials, Pyroceram 9606 and Pyrex 7740, and of two possible candidate glassy solids, PMMA and BK7.
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